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SUMMARY

Consider a problem of interval estimation of a maximum point of a quadratic regres-
sion function. In the paper lengths of three confidence intervals are compared with
respect to the location of a point of maximum, function flatness and experimental
design. The comparison is made on the basis of a Monte Carlo experiment.
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1. Introduction

We consider a quadratic regression model
n=ﬂ0+ﬁ1mi+ﬂ2x?+si) i=1,.,.,n,

where ¢’s are independent, normally distributed random variables such that E(g;) = 0
and D2(g;) = o2, The problem is to estimate ¢ = —83;/20,, assuming 8, # 0, i.e.
the point at which regression function achieves its maximum or minimum.

In matrix notation, the considered model is of the form

Y=X3+¢
where Y = (Y1,...,Y,) is the vector of observations, X = [1 x x?], where 1 is
the n—vector of ones, X = (z1,...,2,)" and x? = (3,...,z2)’, is the experimental
matrix, 8 = (8o, B1,B2) is the vector of regression coefficients and € = (€1y---,€n)

is the vector of random errors. Under above assumptions € ~ N,(0,0°I). Assume
that matrix X is of full rank. Note that the matrix X is of full rank iff there are at
least three different z;’s. If so, there exists the matrix (X’X)~!. Denote elements of
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(X'X)~! by v¥, i.e. (X'X)~! = [v¥] with 4,5 =0,1,2. Let
B'=XX)'X'Y and $2=Y'(I-XXX)'X)Y/(n-3)
be LSE estimators of 3 and o? respectively. Note that
B~ Na(B,0* (X' X)), (n=-3)S* ~ o} (n-3),

B and S2 are stochastically independent. Let ¢ = —Bl / 2,@2 be the point estimator of
maximum ¢ of the regression function.

As far as the methods of obtaining a confidence interval for maximum of regres-
sion function are concerned, the first confidence interval for ¢ was proposed by Filler
(1941). Some properties of this confidence interval as well as some large samples con-
fidence intervals were investigated by Bouanaccorsi (1983) and Buonaccorsi and Iyer
(1984). We are interested in properties of known confidence intervals for maximum
of a quadratic regression and our aim was to make the most exhaustive investigations
of them. Our investigations were based on computer simulations. In simulations it
is assumed that underlying distribution is normal, because we were not interested in
robustness of length of confidence intervals against nonnormality. Some remarks on
robustness may be found in Buonaccorsi and Iyer (1984).

2. Confidence intervals

A. Ezact Confidence Interval for . Consider a random variable (Bl + 29032). It is
easily seen that its distribution is N(0,02) with 02 = 0?(v!'! 4-4pv'2 +42122). This
random variable is stochastically independent on S2, hence

(By + 208,) /0
/5252
is distributed as t with n — 3 degrees of freedom. Let t(c;n — 3) be the critical value

of ¢ distribution. Then, the exact confidence interval is obtained as a solution of the
inequality:

R R 2
2
2 uﬂl i (‘102I62 2,00 < (Hesn —3))*.
VSZ(VI + dpu12 - 4p222)
Confidence interval is of the form
(r1;72) for cgs >0and D >0
(—00; 00) for c32 <0and D <0

(—o0;71) U (rg;00) for cpp <0and D >0
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where
—c12— VD —¢2 +vD \/_
=5 T2 =
2co0 2022
cij = Bib; — (Hasn = 3)28%9 (1,5 =1,2).
Note that confidence interval is finite iff hypothesis Hy : 8, = 0 is rejected. The
hypothesis is rejected when following inequality holds

|82
Svv22
52
ie. cop = B3 — (t(a;n — 3))25%v?% > 0. The above construction is similar to the one

based on Filler theorem from 1941 which states that in considered model the random
variable

_ 2
D = ¢y ~ 11002,

> t{ayn — 3)

(:31 - ‘Pﬁz)
\/52(,,11 —20u12 + p2%2)
is distributed as t with n — 3 degrees of freedom. The confidence limits obtained here
are as above with

c12 = VD c12+ VD
ry=— and rg = —m .
C22 C22
B. Approzimate Student Confidence Interval for ¢. Serfling (1980) proved (theorem A
in §3.3) that if £,, are asymptotically normal N(u,b,X) (b, — 0) random m~-vectors
and g(u) : R™ — R* is a function such that D[0g/0u]|u=, is not zero, then g(§&,)
is asymptotically normal N(g(u),b,DXD’).
In the considered model 3 is normal N(3,0%(X'X)~!) for every n. Note that

1 & 2 -1 Lo
(X'X)"! = = i 72 7 ,  where zF= = > o ab, k=1,2,3,4,
72 33 34 —

hence b, = 1. For u = (u1,uz,u3) let g(u) = —uy/(2uz). ThenD = [ , (25 ,(7%5]

Hence $ = g(B) = __BL is asymptotically normal with mean ¢ and variance

- 02(dp?v?? + dpu'? + u11)
(282)?
The approximate Student confidence interval is of the form (¢ £ t(a,n — 3)S@),where
@ = (40722 + g + 1)/ (25,)°.
Note that, in contradiction to the Exact confidence interval, the Student confidence
interval always exists.
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C. Approrimate Normal Confidence Interval for . For large n t(a,n—3) in (B) may
be replaced by the appropriate z(«) critical value of N(0,1) distribution. Then we
obtain approximate Normal confidence interval

(@ £ 2(a)S@).

3. Simulation studies

Our aim was to compare lengths of Exact, Student and Normal confidence intervals
with respect to the point of maximum, function flatness and experimental design.
The comparison was based on computer simulations. In simulations a one hundred
different quadratic functions were investigated. Those functions are given in Table 1.

Table 1. Investigated functions

Bs B
-0.1 000 002 004 006 0.08 010 0.12 014 0.16 0.18
-0.5 000 010 020 030 040 050 0.60 070 080 0.90
-1.0 0.00 020 040 060 080 1.00 1.20 1.40 160 1.80
-1.5 000 030 060 090 120 150 1.80 210 240 2.70
-2.0 0.00 040 080 120 1.60 200 240 280 320 3.60
-2.5 000 050 100 150 2.00 250 3.00 350 4.00 4.50
-3.0 0.00 060 120 1.80 240 3.00 360 420 480 5.40
-3.5 0060 070 140 210 280 350 420 490 560 6.30
-4.0 0.00 080 1.60 240 320 400 4.80 560 6.40 7.20
-4.5 000 09 18 270 360 450 540 630 7.20 8.10
-5.0 0.00 1.00 2.00 300 400 500 6.00 7.00 8.00 9.00
Tmax 0.00 010 020 030 040 050 0.60 070 0.80 0.90

All function were observed on the [—1;1] interval. In each column there are func-
tions with the same maximum point. In rows there are functions with the same
flatness.

Every function was observed 12 times, because we want to check if the asymptotic
on a such small sample works. Standard deviation of the random error was put 0.1.
Such small standard deviation provides, almost every time, the finite exact confidence
interval (A), even for very flat functions. Every function was investigated till the exact
confidence interval was obtained 1000 times.

In simulations different experimental designs were applied. Those designs are
shown in Table 2. Notation (z;n) means that at the point = n observations were
taken.
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Table 2. Experimental designs

Design A (-1;4), (0;4), (1;4)
Design B (-1;3), (0;6), (1;3)
Design D (- 1+1/3 3) i=0,1,2,3
Design E (-14i/5;2), i=0,1,...,5
Design F (-14i/11;1), i=0,1,...,11

Design A is the D-optimal one.

at each point we have four observations.
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There were three allocation points (—1;0;1),

Design B is D;-optimal one: at points

(=1;0;1) we put (3,6,3) observations respectively. The other three designs have
different numbers of allocation points: the same number of observations were put at
uniformly distributed points on [—1;1] interval. The last design is the most intuitive
one and seems it should show the function curvature.

Results of simulations are presented in tables and figures.

4.

Results

Table 3 shows average

lengths of Exact, Student and Normal confidence intervals with respect to the point

of maximum.

Table 3. Average lengths

Maximum Confidence interval
point Exact Student Normal
0.0 0.00452407 0.00452329 0.00391910
0.1 0.00478779 0.00478690 0.00414750
0.2 0.00550373 0.00550249 0.00476749
0.3 0.00652466 0.00652296 0.00565166
0.4 0.00773066 0.00772847 0.00669617
0.5 0.00904807 0.00904536 0.00783716
0.6 0.01043475 0.01043153 0.00903816
0.7 0.01186646 0.01186267 0.01027819
0.8 0.01332868 0.01332436 0.01154462
0.9 0.01481238 0.01480755 0.01282968

It is easily seen that if maximum is more on the right side, the lengths of confidence
interval grow. The lengths of Exact and Student confidence intervals are comparable

which suggests that for the sample n = 12 asymptotic works well.

Normal confi-

dence intervals are the shortest, but they do not keep a given confidence level (0.95).
Estimated confidence levels are given in the Table 4.
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Table 4. Confidence levels

Maximum Confidence interval
point Exact Student Normal
0.0 0.9500 0.9500 0.9170
0.1 0.9490 0.9489 0.9218
0.2 0.9520 0.9505 0.9168
0.3 0.9520 0.9505 0.9188
04 0.9500 0.9499 0.9151
0.5 0.9550 0.9546 0.9134
0.6 0.9560 0.9556 0.9143
0.7 0.9570 0.9570 0.9146
0.8 0.9560 0.9559 0.9129
0.9 0.9550 0.9564 0.9140

Above results are obtained for the experimental design A, but for other experi-
mental designs the average lengths and confidence levels behave similarly.

A comparison of confidence intervals with respect to the function flatness is pre-
sented in Figure 1. As it may be expected, for flat functions (small |3,|) confidence
intervals are wider than for functions with big |8,|.

A comparison of confidence intervals with respect to the experimental design is
presented in Figure 2. It may be seen that there is no uniformly the best experimental
design in the sense of the length of confidence interval. In fact, there are two designs
which may be considered as “good” ones. These are A and B designs. Note that if
maximum is near zero, i.e. the middle of z interval, than shortest confidence intervals
are obtained under A design. Elsewhere the design B is better.

5. Conclusions

In the simulation study it appeared that instead of exact confidence interval, the
Student confidence interval may be applied even for such small samples as n = 12.
Also the strong dependence of the length on the point of maximum, function flatness
and experimental design is showed. The most interesting question is, is it possible to
find the uniformly the best experimental design.

It appeared that in some situations the obtained confidence interval goes out of
range of observed z, i.e. its right end is greater than 1 (or left is smaller than
—1). There are at least two reasons of such effects. The first one is connected with
properties of the point estimator of maximum. Note that under model assumptions
the distribution of the estimator ¢ is the Cauchy one.
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Figure 1. Dependence of length on function flatness
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Figure 2. Dependence of length on experimental design
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The second reason is as follows. The regression function was observed on the
finite [—1;1] interval, but presented confidence intervals do not take it into account.
Formally the model of quadratic regression Y; = By + By2; + Bo2% +¢; (i = 1,...,n),
should be considered with additional constrains: —1 < z; <1fori=1,...,n.
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Poréwnanie przedzialéw ufnosci
dla maksimum kwadratowej funkcji regresji

STRESZCZENIE

W pracy rozwazany jest problem przedzialowej estymacji punktu maksimum kwa-
dratowej funkcji regresji. Poréwnane zostaly dlugosci oraz poziomy ufnosci trzech
przedzialéw ufnosci w zaleznoéci od potozenia punktu maksimum, splaszczenia funk-
cji oraz planu doéwiadczenia. Poréwnania zostaly przeprowadzone w oparciu o symu-
lacje komputerowe.

SLOWA KLUCZOWE: kwadratowa funkcja regresji, punkt maksimum, estymacja przedzia-
lowa.



